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ABSTRACT

The Astrometric Iimaging Telescope, an orbiting 1.5 m low-distortion Ritchey-Chretien, will usc a large forinat
CCM to record star trails as the CCD is dragged across the inage planc. Star- trail separations, when averaged over
thousands of pixels, yield photon-noise limited centroids with 10 micro-arcsecorid accuracy. Inthis paper, we will
discuss the important C CD and optical design paramneters that aflect astrometric accuracy. For the CCD, these
include charge transfer efliciency, pixel-to pixel relative quantum efliciency, sub-pixel QF gradients, and systematic
pixcl dislocations. For optical design, they are tolerancing of parameters such as secondary mirror decenter and
tilt, and conic constants. We present a point design for a system that can achieve 10 micro-arcsecond accuracy over
a long-term mission. End-to end modeling, including high precision difiraction calculations) is used to validate the
design.

1 INTROIYUCTION

The Astrometric inaging Telescope (A 1T is a proposed orbiting 1.5 m diameter Ritchey-Cliretien telescope!+2,
[ts primary mnission is to detect extra-sc~lar Jupiter and |Jra~llls-like plancts using both a coronagraph for direct
imaging and relative astrometry for indirect measurernent. This paper addresses results of end-to-end modeling of
the astrometric portion of the mission.

T'he astroretric instrument consists of the two-1nirtor telescope and alarge format CCD that is dragged across
the focal planc. No other optics are required. The instrur neut operates by pointing at a field of stars, then dragging
the chip across the image plane obliquely to the CCD) rows. Star trail separation indicates the relative stellar
positions in one dimension. The telescope is rotated and the experiiment repeated to obtain the perpendicular
dimension. Each column along the star trail provides anindependent measurement of position. The reason for star
trails, rather than conventional direct imaging, is to average over the random errors that can occur in each cohunn,
e.g. quantum efliciency (QF) fluctuations, sub-pixcl Q¥ gradients, and pixel positional ofl’sets. Also, a star trail
collects independent measurements in onc image, minimizing the amount of data to be downlinked.

In this paper we briefly describe the end-to-end modeling; a more thorough discussion is given elsewhere®. Wc
then discuss the C CD model and specify tolerances on the randomn errors just noted. W c then present a point
design for_the tclescope that satisfies astrometric perforiance requireinents as well as opto-mechanical constraints,
Tolerance O11 the optical design, based upon end-to-end modeling of siimulated representative starficlds, iSpresented.
Finally, the model is used to determine integration times for typical ficlds.

2 END-TO-END MODFEL

Our model consists of several simulated star ficlds representing auniforim sampling of the sky, a ray-trace/diflrac tion
program, the CCD model, a photon noise generator, and an astrometric analysis program. All software is executed

on aSun Sparc 2 workstation.

2,1 Imaging code

End-to-end modeling begins with a high-precision optical ray-trace and diflraction program called the Controlled
Optics Modcling Package (COMP)1.




COMP is a flexible programthat is implemented in either a stand-alone mode or as a library of subroutines
callable from a FORTRAN program. A star from the field is selected, COMD? thenreads a file containing the optical
prescription, and rays arc traced from the field point through the systemn to the focal plane. The monochromatic
diffract jon (and/or aberration) limited point spread function is then computed. Modification of the prescription
facilitates a study of the opto-mechariical tolerances without any modification to the code.

Since AI'l’ is designed to have a precision of 10 micro-arcseconds (5 x 1011 radians), the code itself must
be understood and accurate at the nicro-arcsecondlevel. COMP’s ray trace is known to be accurate to nano-
arcseconds. In theory, the diflraction limitedimage should have the samnc centroid as a bundle of rays traced
through the systein®. We find that, to a lincar maguification termn, diffraction centroids match ray centroids to
within a few mnicro-arcsccor ids across the field. The linear magnification terny is inconsequential since it is rermoved
by the afline transformation described below. A more detailed description of the code’s precision is given elsewhere®.

For these siinulations, a total of 1840 rays were traced through the telescope. Diflractionimages were computed
onabl2 x 512 grid with a pixel size of 0.75 jan.

2.2 CCD model

The CCD is assumed to be a flat detector with uniforinly spaced pixels and a 100% fill factor. Iiach pixel is assigned
a QF that includes a random termn chosen from a Gaussian distribution, and linear sub-pixel QE gradient. The
chip as a whole is assumed to have a uniforin Charge ‘Iransfer Ffliciency (CT'F) with 0.999 <CThk< 1.

While areal CC) may have a liol~-zero power spectrm that continues beyond linear sub-pixel gradients, these
are inconsequential for centroiding. Since the image hias mainly alinear component across the pixels, parabolic. and
higher order gradients don’t aflect the centroids. Additionally, because. theimnages arc dragged obliquely across the
pixels, pixel gradient averaging occurs aud higher order termns are quickly reduced.

The CCD chosen is available as a standard item from Loral®. 1t is a 4096 x 4096 chip with 7.5 micron pixels.
With thecurrent design, this provides a 4.5 arcminute diameter field-c)f-view. AI'J will actualy usc two identical
chips mounted side-by-side. This alows simultaneous mneasurement of all stars as they are dragged across the field.
Simult anacity is required inorder to reduce spacecraft jitter noise onthe centroids.

2.3 Astirometric model

Al'l" perforins relative astrometry, measuring the motion of a target star relative to a background frame. Over its
lifetime, it will measure cach target star several times per year. With each subsequent observation, the pointing,
roll, focus, focal plane position, andoptical components will change a somne smalllevel. The reference stars allow
onc to make an afline transforination between frames. Wc have found that a 3 terin linear model is more sensitive
to aberrations. Instead, we usc a 6 terin quadratic model given by

2 = a4 x4 agy - azay aqz? 4 asy’ (1)

where 2 aud y are the coordinates of a star inthe original framne, and @ is the coordinate insubsequent framnes. y’
is measured in separate observations. A least squares routine is used to perform the afline transformation. Each
star is weighted according to its brightness and image quality. At least 6reference stars are required for the model.
Error propagation is described below.

3Or1T1CALDICSIGN

The ided astromctrictelescope has zero distortion and forms perfectly symmetricimages across the ficdd-of-view.
No two-mirror design can achieve this, but a special class of Ritchey-Chretien designs canelimninate third order
distortion, spherical aberration, and coma, while maintaining a reasonably flat ficld. The equations for determin ing
this design have been given by Korsch?. “The A1 design is driven by additional factors, such as the desire for a




Table 1. Al'l" Design Paramcters

" Parameter ue
Primary diameter 1501
Primary focal length 748 |
Primnary conic constant -1.0787
Secondary diameter 0.4411"1
Secondary focal length -2.96 m
Sccondary conic constant -4,9381
Primmary-secondary separation 5.50 1
Back-focal distance 0111
Systemn foca length 22.641In

small sccondary mirror to reduce sidelobes for the coronagrapls, constrained overal length, and the need for a large
collecting area.

T'wo acceptable designs exist: bothhave 1.5 mdiameter primary mirrors and an overall length of 6 m. The
first has the entrance pupil at the pritnary mirror. This requires a 73 cin dianeter secondary inirror, with a systemn
focal length of 13 m. The low magnification of the secondary mirror is advantageous in terimns of decenter and tilt
tolerances, but this is outweighed by the disadvantages of a large secondary (increased sidelobes and integration
time) and short focal length (demanding smaller pixels, which have sinaller full-well capacitics).

The second design has the entrance pupil located in the plane of the secondary mirror. Design paramneters arc
givenin Table 1. With this design, the plate scale is 68 inilli-arcseco nds per 7.5 micron pixel, while the diffraction
limited full-width of the central lobe is 168 milli-arcseconds.

The telescope maintains diflraction limited performance across the 4.5 arc.minute field-of-view. The Strehl ratio
is 0.994 at the edge of the field.

Pigure 1 shows the distortion across the field-of-view for this design. Total distortion is a few micro-arcscconds.
It can be seen that the distortion actually mcasured onthe CCI closely follows the diffraction and ray-centroid
distortions.

4 CENTROIDING ON A CCD

W c have considered two methods for determining immage centroids. First, one can use the standard centroid
estimator, given by
Yol
ez 2
Ypp
where p is the pixel value and 1.is the intensity at that pixel. ‘his estimator is extremely sensitive to both
positioning of theiimage with respect to pixels, as well as to the number of rows used in the estimation. The second
method is a matched filter With a properly generated filter, the centroidestinate is completely insensitive to the

number of rows andrelative inlagc/pixel positioning.

From previous work on image centration using Ronchirulings®, we have seen that true image centroids arc
well behaved even inthe presence of optical pert.urbations, while estimators that do not measure the true centroid
(such as animproperly formed matched filter) arc not so robust. lor this reason, wc usc the standard centroid
estimator in this work. Matched filter performance is roughly the samc in terins of sensitivity to pixel errors and
pixel gradients, but it is 3 times more light eflicient.

4.1 Standard centroid estimate

The centroid estimate is formed from a swath 11 rows (0.75 arcseconds) wide, centered on the peak of the tmage.
As theimage moves withinthe central pixel, the apparent centroid error is of order 0.01 pixels. By dragging the




Distortion with Unperturbed Telescope
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Figure 1. Distortion in the unperturbed AI'J. Chief ray distortion isthe classica 3rd order aberration. Ray-centroid
distortion is based upon the centroid of 1840 rays traced through the telescope. Diflfraction distortion is based upon
the centroid of the diflraction-limited image, forined on a high-resolution grid. The CCD curve shows distortion
measured on 7.5 micron pixels.

image obliquely across the pixels, this error is averaged to a negligible value. 1o siinulate this, we compute the
centroid as it shifts 0.1pixels, then average the results after shifting by a full pixel. Residual shift at the end of
the scanare of order 0.01/4096 =- 2 x 106 pixels << 1 inicro- arcsecond.

Over the years in space, contarminationmay lead to sinall changesinthe relative pixel QE.For a QF standard
deviation ogp; per pixel, wefind that the centroid error incach columuhas a standard deviation given by

oc,or =90000¢s; micro - arcseconds. (3)

Assuming that QF errors are uncorrelated and white, we require
Oc,QF 2
Nop= (. . -—5¥0 . 4
Q i 01micro - arcsec “)

pixels toaverage the centroid error to 1() micro-arcseconds. For 1 % QF errors, only 81 columns are needed. For
4096 coluinns, wc can tolerate QE errors of 7%, This shouldbe trivial to obtain using a flat-field source on board
the spacecraft,

For suh-pixel gradients, the centroid standard deviation is given by
0¢gr = 17100, micro - arcseconds. (5)

Assuming white, uncorrelated gradients having a standard deviation of o, = 0.1, 294 columns are required to
average the error to 10 micro-arc.se.c.ends.

The number of photons required is determined by the inage width. For the telescope and CCD parameters
given above, we find that 5.5 x 107 photons reduce the photon-limited centroid error to 10 micro-arcseconds.




‘1'able 2: Al'l' T'olerancing

Perturbation "Tolerance

" Sccondary decenter 4500 gam
Secondary tilt 4 1.0 arciinutes
Sceondary conic constant >+ O
Primary conic constant >+ 0.01

Secondary-primar y separation > 14 1 mn

4.2 Charge transfer efliciency

After scveral years in low earth orbit, radiation, particularly proton bombardment, causes deterioration of CCD
charge transfer cfliciency (CTE). Data fromn laboratory radiation shows that the CTE 10SS has components that
are both proportional to and independent of signal strength®.

Here we consider vertical (columnar) CTE losses. These are roughly perpendicular to star trails and have a
much more severe effect than horizonal losscs. Vertical CTE induces a vertical tail on the star trail. This biases
the centroid away fromn the horizonal shift register (HSR). Star trails near the ISR are less affected than those
near the other side of the chip.

We have written a simple algorithin to simulate the star trail profile for a given CTFE, for proportional CTE
loss (which is signal-indej »endent). The profiles are then used in our standard centroid estimator algorithm to yield
the following equation for centroid shift Svs. CTE and the nuinber of pixels N, from the HSR:

S = Np(1 - CTE)6605 micro - arcseconds. (6)

The equation holds for (1-CTE)< 10°".

Yor an absolute tolerance of 10 micro-arcseconds at the largest field point (N, = 4096),a CTE > 0.99999963
is required. MNowever, the CTE effect is linear in ficld (lincarin N, ); it is completely removed by the afline
transformation described above. Qur CTE tolerance, in fact, is very loose. Even shifts of a milli-arcsecond (CTE
= 0.999963) do not adversely aflect the astrometry. With proper shielding, CTE should remnain above this leve! for
the mission lifetime. The Cassini CCD 1s expected to maintain CT'E > 0.99996 in a harser environment®,

5 OPTICAL TOLERANCING

Any aberration that introduces coma or distortion aflects the astrometric accuracy at the center of the field. With
our ¢nd-to-end model, we can easily modify the optical prescription and determnine how much modification leads
to unacceptable accuracy. First, we determine centroids (as measured by the CCD) for a field of stars and an
unperturbed telescope. We then perturb the optical prescriptionaud shift the field by 2 arcseconds while rotating
it by 1 degree (thus simulating a slight mispointing and roll of the telescope). Were-analyze the field and fit an afline
transforination to the two observations. The apparent motion of the center of the field indicates the astrometric
error caused by the perturbation. Figure 2 shows the distortion when the secondary is laterally displaced by 100
microns. The figure shows that while the “true” centroids arc not affected (except by a field- independent shift
that has been removed), the centroid measured on the CCD is slightly shifted.

Table 11 lists the perturbations and tolerances that we have studied. in addition to these, we plan to introduce
contamination and random phase errors on the mirror surfaces.

T'hese tolerance values indicate a worst-case scenario, where it is iinpossible to determine the aberrations (or,
equivalently, the perturbations) inthe systemn. However, preliminary tests show that improvements of between
2-5 arc possible by making multiple shifted images of astar cluster with a few bright stars and calibrating the
diffe rential image motions.




Distortion with 100 micron secondary mirror decenter
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Iigure 2: Distortion when the secondary mirror is laterally displaced by 0.1 mtn. The CCD centroid shift is due
to an interaction between binning on 7.5 micron pixels, design astigimatism, anti field independent coma caused by
the secondary displacement.

6 INTEGRATION TIME

We have simulated 33 star fields representing a random samnpling of the sky. only those fields having 6 or more
stars brighter thanm,== 1'7 are considered; the signal-to-noise ratio of fainter stars is limited by CCI read noise.

‘1’here is a 70% probability of obtaining such a ficld.

Each field is run through the end-to-end model twice. The first time, star positions are computed without -
any photon noise. Thesecond time, a 1 second integration is assurned. The afline transformation is then applied
to the two observations, The forinal leas.t-squares error on motion of the center of the field is used to estimate
the astrometric error in one second of integration. It isthen trivia to compute the time required to reduce the
astrometric error to 10 micro-arcseconds. We assume a total optical bandwidth of 500 4 200 nm, and average

throughput (including QE) of 25%.

Of the 33 fields, one field requires an integration time that is 50 times thestandarddeviation of the remaining
fields. The large integration time is due to the particular stellar intensity and spatial distributions. For the
remaining 32 fields, the average integration time is 5000 secondsto obtain 10 micro-arcsecond precision at the
target star. The standard deviation is also 5000 secounds. Table 111 gives a histogram of iutegrationtimes.For the
brightest 24 fields, representing 50% of available target stars, the average integration time is 2540 scconds.

We note that integration times can be improved by 1 ) increasing the diameter of the primary; 2) decreasing
pixel size; 3) increasing the field of view; 4) using a matched filter for centroiding; and 5) using a linear afline model.
Option 1 is unlikely because of the physical lmitations of the launch fairing. Option 2 would decrease the full well
capacity and dynamic range of the CCD. Options 3 anti 4 have the disadvantage of rendering the telescope more
sengitive to opto-mechanical perturbations, Thelinearinodel decreases average integrationtimes to 650 seconds
and offers a “no- cost” improvement if on-orbit conditions {alignment of the optics) allow it.




_ Table 3: Histogram of Integration Times
_Integration Time (see) Number of fields

<1000 6
<2000 13
< 3000 15
<4000 17
< 5000 21
< 6000 23
< 12000 27

7 C ONCLUSION

Our end-to-end modeling indicates that an astrometric telescope with a large-format CCI can achieve the required
measurement accuracy. CCD calibration of a few percent per pixel, casily achieved inflight, is al that is required
for averaging random QI errors. Vertical CTE changes induce a linear magnificationthat is completely removed by
the afline transforination. Optical perturbations of 500 1icrons and 1 arcminute arc perinitted on the secondary.
Typical integration times are about 45 minutes. The point design appears tobe robust and eflicient enough to
serve asthe basis for along g-term astrometric prograrm.

Our modecling effort will continue to improve. We plan to mode] mirror contamination, random mirror phase
errors, aud spacecraft jitter. The improved model will adso include multiple wavclength diffraction conputations.
We arc also investigating the behavior of the afline transformation as a function of the light distribution in the
reference frame.
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